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Unravelling the effects of active site density 
and energetics on the water oxidation 
activity of iridium oxides

Caiwu Liang    1,2, Reshma R. Rao    1,2  , Katrine L. Svane    3, 
Joseph H. L. Hadden1, Benjamin Moss2, Soren B. Scott1, Michael Sachs    4, 
James Murawski1, Adrian Malthe Frandsen3, D. Jason Riley1, Mary P. Ryan    1, 
Jan Rossmeisl    3  , James R. Durrant    2   & Ifan E. L. Stephens    1 

Understanding what controls the reaction rate on iridium-based catalysts 
is central to designing better electrocatalysts for the water oxidation 
reaction in proton exchange membrane electrolysers. Here we quantify 
the densities of redox-active centres and probe their binding strengths 
on amorphous IrOx and rutile IrO2 using operando time-resolved optical 
spectroscopy. We establish a quantitative experimental correlation between 
the intrinsic reaction rate and the active-state energetics. We find that 
adsorbed oxygen species, *O, formed at water oxidation potentials, exhibit 
repulsive adsorbate–adsorbate interactions. Increasing their coverage 
weakens their binding, thereby promoting O–O bond formation, which is 
the rate-determining step. These analyses suggest that although amorphous 
IrOx exhibits a higher geometric current density, the intrinsic reaction rates 
per active state on IrOx and IrO2 are comparable at given potentials. Finally, 
we present a modified volcano plot that elucidates how the intrinsic water 
oxidation kinetics can be increased by optimizing both the binding energy 
and the interaction strength between the catalytically active states.

Water electrolysis via proton exchange membrane electrolysers is a key 
technology for converting renewable energy into green hydrogen1,2. 
However, the highly acidic and oxidizing conditions at the anode have 
thus far limited the choice of catalysts for the kinetically sluggish water 
oxidation reaction to oxides of iridium3. Iridium is one of the scarcest 
elements on the planet, with a production potential of <9 t yr−1 (ref. 4). 
Consequently, one of the key challenges for the terawatt-scale uptake 
of proton exchange membrane electrolysers is to minimise the iridium 
loading at the anode4–8.

A number of iridium-based oxides have been studied, ranging 
from crystalline rutile oxides, amorphous oxides and alloyed oxides9–12 
to perovskites13,14. The catalytic activity is usually compared by 

normalizing the current density to the geometric area or the mass of 
iridium. Amorphous IrOx is more active but less stable than crystalline 
rutile IrO2, and shows a 220 mV reduction in overpotential as well as an 
approximately two orders of magnitude lower lifetime at 1 mA cm−2

geo 
(ref. 8). Recent studies on highly active IrNiOx (refs. 10,11), Li–IrOx (ref. 9)  
and SrIrOx (refs. 8,13,15) have demonstrated that the surface of these 
materials is converted to an amorphous phase on exposure to oxygen 
evolution reaction (OER) potentials. Amorphous IrOx is easier to oxidize 
and undergoes greater Ir–O bond shortening with increased potential 
compared with crystalline IrO2 (refs. 9,10,16,17). These differences in 
coordination environment of the iridium centre have been suggested 
to influence the binding energetics of key OER intermediates, possibly 
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(XPS) (Supplementary Fig. 1d), consistent with previous work19,32. This 
is further supported by ex situ XANES (X-ray absorption near-edge 
structure) measurements at the iridium L3 edge. The average oxida-
tion state is determined by the position of the white line edge, which 
primarily corresponds to a transition from occupied 2p to empty 5d 
states10. As shown in Supplementary Fig. 2, the d-band holes for amor-
phous IrOx and rutile IrO2 are at ~4.4 and 5.0, corresponding to average 
oxidation states of around 3.4 and 4.0, respectively (see Methods for 
XANES measurements and analysis). The fitted EXAFS (extended X-ray 
absorption fine structure) results (Fig. 1c, Supplementary Fig. 3 and 
Supplementary Table 1) show that both samples have a characteristic 
Ir–O interatomic distance of ~2.0 Å, with comparable first-shell coor-
dination numbers of 5.8 (±0.5) and 6.0 (±0.7) for amorphous IrOx and 
rutile IrO2, respectively. However, rutile IrO2 shows a stronger signal 
from Ir–Ir1 and Ir–Ir2 (an interatomic distance between 2.5 and 4 Å) 
whereas these signals are very weak in amorphous IrOx. Thus, these 
data suggest that short-range ordered [IrO6] units are dominant  
for amorphous IrOx whereas a longer-range ordered structure is  
present in rutile IrO2, as shown schematically in Fig. 1a,b.

Compared with IrO2, the cyclic voltammograms of IrOx show 
higher redox current densities of around one order of magnitude, when 
normalized to the geometric area. IrOx also shows a higher activity than 
IrO2, as reflected in the overpotential required to achieve 0.5 mA cm−2

geo 
(~210 mV and 330 mV for IrOx and IrO2, respectively; Fig. 1d). IrOx shows 
two distinct broad redox peaks at around 0.8 and 1.2 V versus the revers-
ible hydrogen electrode (RHE). By contrast, no distinct redox peak can 
be observed for IrO2. The redox features and catalytic activity of both 
samples are relatively stable for 20 cycles and 2.5 h of operation (further 
results on the stability of the redox features, activity and morphology/
structure can be found in Supplementary Note 2).

To determine whether the increased current density on amor-
phous IrOx is only a consequence of a higher permeability of electrolyte 
within the porous structure (resulting in a higher density of catalytically 
active sites) or is also a result of higher proton penetration through the 
bulk of the oxide (resulting in the participation of subsurface iridium 
sites), a combination of ToF-SIMS and deuterium isotope labelling 
was used. The film was impregnated and covered with paraffin wax, 
using an adapted method from Hadden and colleagues33. This method 
minimizes the effects of varying porosity on the ion incorporation 
(see Fig. 1e and Supplementary Note 3 for details)—and thus focuses 
on the effect of surface exchange and bulk participation. However, 
we acknowledge that it may not completely eliminate the effects of 
extremely small pores within this hydrous oxide. Samples were cycled 
in 0.1 M DClO4 (99.8% D) from 0.66 to 1.50 VRHE. The depth of proton 
penetration during water oxidation was assessed by comparing the 
deuterium signal intensity between the the cycled samples and those 
exposed only to the electrolyte but without electrochemical cycling. 
Figure 1f shows that amorphous IrOx cycled in DClO4 has a higher D/H 
ratio than the sample without cycling, for the first 100 s of ion sput-
tering, corresponding to a distance of around 20 nm. This signal then 
drops to the same level after 100 s (see Supplementary Figs. 7–10 and 
Supplementary Table 2 for details). By contrast, no obvious differ-
ence in D/H ratio can be observed before and after cycling for rutile 
IrO2. These results indicate that protons penetrate far deeper into 
amorphous IrOx than rutile IrO2 under rounds of cyclic voltammetry 
(CV), thus offering more iridium sites for redox reactions and pos-
sibly for water oxidation. We conjecture that the short-range ordered 
structure in amorphous IrOx is more flexible and hence allows more 
protons to access than the long-range ordered—and hence presum-
ably more rigid—structure in rutile IrO2. This is also consistent with the 
observation from atom probe tomography, by Mayrhofer, Cherevko, 
Gault, Kasian and co-workers34,35, which indicates that hydrous IrOx 
undergoes a greater degree of oxygen exchange with the electrolyte 
during OER than rutile IrO2 where exchange is limited to within 2.5 nm 
of the surface.

resulting in the differences in activity observed11,16,18–21. However, the 
detailed mechanistic origins of the differences in activity between 
amorphous IrOx and rutile IrO2 remain poorly understood.

Studies as far back as the 1950s have suggested that water oxi-
dation on metal oxides can proceed via sequential steps of proton- 
coupled electron transfer to form an O2 molecule22,23. More recently, 
density functional theory (DFT) models have suggested that the 
potential-determining step for the OER on iridium oxide is the reac-
tion of adsorbed oxygen (*O) with water to form a peroxo intermediate 
(*OOH): *O + H2O → *OOH + H+ + e− (that is, O–O bond formation), where 
e− is an electron24,25. Recent work by Nong et al., combining X-ray absorp-
tion spectroscopy (XAS) and DFT, has also implied that this step is the 
rate-determining step (RDS)26. Crucially however, Nong and co-workers 
suggest that the activation energy of the RDS decreases linearly with 
*O coverage, attributed to long-range interactions between *O spe-
cies. Our recent work using operando optical spectroscopy agrees 
with this conclusion: an increase in OER kinetics correlates with the 
density of accumulated oxidized species (*O) on amorphous IrOx. 
Conversely, using an immobilized molecular iridium catalyst, where 
these cooperative interactions are absent, the water oxidation kine
tics were independent of *O coverage27–29. Although the importance 
of adsorbate–adsorbate interactions has been raised by Nong et al., it 
remains unclear how adsorbate–adsorbate interactions influence the 
trend in activity from one catalyst to another. This lack of quantitative 
understanding is derived from the difficulties in theoretically and 
experimentally determining electroadsorption isotherms and turnover 
frequencies on catalysts, with the exception of single crystals30.

Here we use operando optical spectroscopy to compare the water 
oxidation energetics and kinetics of amorphous IrOx versus crystalline 
rutile IrO2. We quantitatively determine the density of redox-active cen-
tres as a function of the potential and quantify the interaction between 
adsorbate species by experimentally determining the electroadsorp-
tion isotherms for both amorphous IrOx and rutile IrO2. The location 
of redox-active centres is spatially resolved using isotope labelling and 
time-of-flight secondary-ion mass spectrometry (ToF-SIMS). The struc-
ture and local environment of the catalysts is probed using XAS. Finally, 
time-resolved optical spectroscopy is used to determine the intrinsic 
turnover frequency (TOF) values as a function of the potential. These 
results are corroborated with DFT calculations. By experimentally prob-
ing the potential-dependent density of active states, adsorbate–adsorb-
ate interactions and TOF data, this study elucidates the key roles played by 
the electronic structure of the active site in governing the binding energy 
at zero coverage, in addition to the adsorbate–adsorbate interactions in 
controlling the weakening of the binding energy with increasing cover-
age, both of which control the kinetics of water oxidation. Taken together 
these effects reveal mechanistic origins of the differences in activity 
between amorphous IrOx and rutile IrO2 for water oxidation and provide 
rational design strategies for the discovery of water oxidation catalysts.

Results
Iridium local structure and its influence on proton 
penetration
In this study, hydrous, amorphous iridium oxide films (IrOx, possi-
bly hydroxylated in the as-prepared form) were prepared via electro-
deposition on fluorine-doped tin oxide (FTO) glass substrates using 
a well-established procedure27,31 (see Methods for synthesis). Rutile 
IrO2 films were obtained via thermal annealing of the electrodepos-
ited IrOx films at 550 °C for 8 h, as confirmed via X-ray diffraction (see 
Supplementary Note 1 and Supplementary Fig. 1c for details). Scan-
ning electron microscopy (SEM) images show that amorphous films 
consist of nanoparticles 100–200 nm in size, whereas rutile IrO2 has 
a larger particle size due to the growth of crystals during annealing 
(Supplementary Fig. 1a,b). However, in the as-deposited state, IrOx 
shows a combination of Ir3+ and Ir4+ redox states, whereas IrO2 is domi-
nated by Ir4+, as determined using X-ray photoelectron spectroscopy 
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Identification of redox transitions on IrOx and IrO2

Next, we probe the redox chemistry of both materials using 
time-resolved operando ultraviolet-visible (UV–visible) spectroscopy 
and stepped potential spectroelectrochemistry (see Supplementary 
Note 4 for details). Figure 2a,b shows the change in the UV–visible 
absorption spectra (versus 0.66 VRHE) when the potential is increased 
in 20 mV steps, reflecting the change in the surface speciation of the 
iridium oxides as a function of the potential. On increasing the poten-
tial, amorphous IrOx shows broad absorption bands at 600, 800 and 
500 nm in the potential ranges of ~0.66–1.00 VRHE, ~1.10–1.32 VRHE and 
>1.32 VRHE, respectively (Fig. 2a). We note that these absorption spectra 
are highly reversible with the potential and are reproducible over sev-
eral cycles, showing almost identical absorption spectra during both 
the forward and reverse scans. (Supplementary Figs. 12 and 13). The 
absorption spectra of IrO2 show an increasing pattern similar to IrOx, 
with a slight shift of the dominant absorption band to higher wave-
length in the low potential regime (Fig. 2b). However, the intensity 
of the optical absorption is around six times lower in the case of IrO2, 
consistent with this more crystalline and rigid structure having a lower 
density of redox-active iridium centres, as discussed above.

In optical spectroscopy, a change in absorbance between two 
potentials indicates a redox transition from one state to another. For 
each transition, we expect a distinct spectral shape for the change 
in absorbance27,28,36–38. To discern these transitions, we analyse the 
change in absorbance at each potential by subtracting the spectra at 
adjacent potentials in intervals of 20 mV and normalize these differ-
ences to their maximum values. This process defines our differential 
spectra, as shown in Fig. 2c. We note that all differential spectra are 
positive in the measured wavelength window, which is a result of a 
continuous increase in absorption with the increasing applied poten-
tial (Fig. 2a). This differs from typical molecular systems, which often 
display isosbestic points in absorption and thus both positive and 

negative regions in their differential spectra. However, this behaviour 
is not unique to our study and has been similarly observed in various 
metal oxide OER catalysts37–39. This is most likely because the widths of 
the observed spectral features are greater than the measured spectral 
range, in contrast to molecular systems which typically show narrower 
spectral features. From Fig. 2c, three distinct differential absorption 
spectral features can be obtained: a converging spectral shape with 
a peak at ~600 nm between 0.66 and 0.90 VRHE, a peak at ~800 nm 
between 1.1 and 1.3 VRHE, and a peak at ~500 nm at potentials >1.4 VRHE. 
In other potential regions, a continuously changing spectral shape was 
observed, implying a combination of more than one redox transition 
process occurring. These constant differential spectra (as shown in 
Fig. 2d) correspond to the change in absorbance from one redox state 
to another (that is, stateA → stateB, stateB → stateC and stateC → stateD), 
and thus are denoted, respectively, as redox transition 1, redox transi-
tion 2 and redox transition 3, in accordance with our previous work 
(see Supplementary Note 5 for a detailed discussion)27,28. Three distinct 
spectral components are also observed for IrO2, analogous to the 
three redox transitions observed for IrOx (see the detailed discussion 
in Supplementary Note 5 and Supplementary Fig. 14), with similar 
(but anodically shifted, see below) potential dependencies. For IrO2, 
the peak position of redox transition 1 is shifted to 700 nm, and thus 
exhibits greater spectral overlap with redox transition 2; however, our 
deconvolution analyses clearly indicate that these two components can 
still be clearly resolved and their potential dependencies determined 
(Supplementary Figs. 16–18). These results show that, although IrOx 
and IrO2 have substantially different CVs, they undergo the same redox 
transition processes, with both generating three similar redox transi-
tions in the applied potential range. This is in agreement with a recent 
study that observed comparable changes in iridium 4f XPS spectra and 
oxygen K-edge XAS spectra with potential on both amorphous IrOx and 
crystalline IrO2 (ref. 40).
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Fig. 1 | Structure, composition and electrochemical behaviour of amorphous 
IrOx and rutile IrO2. a,b, Possible crystal structures of rutile IrO2 (a) and 
amorphous IrOx (b). Grey, red and white spheres represent iridium, oxygen and 
hydrogen atoms, respectively. Ircus denotes a coordinatively unsaturated iridium 
site and Irbri denotes an iridium site bound to the bridging oxygen. c, Ex situ 
k2-weighted Fourier transform (FT) of EXAFS spectra collected at the iridium 
L3 edge of amorphous IrOx and rutile IrO2, showing the iridium coordination 
environment. Experimental data (solid lines) and fits (dotted lines) are shown. 
R, interatomic distance. d, Cyclic voltammograms of amorphous IrOx and rutile 
IrO2 with the same iridium loading obtained at a scan rate of 10 mV s−1 in 0.1 M 

HClO4 electrolyte (curves are iR-corrected (i, current; R, resistance)). Cyclic 
voltammograms are obtained after five cycles. The inset shows an expansion of 
the cyclic voltammogram of rutile IrO2. e, Schematic showing procedures for 
using ToF-SIMS to detect proton penetration in iridium oxides. Dark red polygons 
denote iridium oxides and the dark yellow rectangle represents the wax-covered 
surface. Light blue and dark blue spheres denote protons (H+) and deuterium ions 
(D+), respectively. f, Comparison of the D/H ratio change with ToF-SIMS sputter 
time in amorphous IrOx and rutile IrO2 before and after electrochemical cycling 
in deuterated HClO4 solution. The downward arrow points to the region where a 
higher deuterium signal was observed compared to the background.
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Quantification of redox transitions on IrOx and IrO2

To analyse the contribution of each redox transition to the observed 
spectra as function of the potential, we deconvoluted the absorption 
spectra through a linear combination fitting process. Specifically, 
we fitted the measured absorption spectra at each potential to a lin-
ear sum of the component spectra corresponding to different redox 
transitions. The fitting process, applied individually to the spectra 
at each potential, does not require assumptions about the potential 
dependence of various redox-state densities. It solely requires input 
of the spectral components, identified experimentally in Fig. 2d (see 
Supplementary Note 5 for the detailed fitting process and discussion). 
The deconvoluted absorbance intensities were converted to an area 
density of redox transitions using a potential step measurement in 
a single-redox transition regime, correlating the charge passed with 
the absorbance intensity according to the Lambert–Beer law (that 
is, the absorbance of an individual redox transition is considered to 
be linearly proportional to its density) (see Supplementary Figs. 19  
and 20 for details). The densities of the redox transitions, obtained 
directly from deconvolutions, show typical sigmoid shapes with 
increasing potential (top panel of Fig. 3a), with similar densities of 
redox-active states participating in all three redox transition processes. 
The saturated density of redox transitions in IrOx (~3.5 × 1016 cm−2) is 
more than six times higher than that for IrO2 (~5.5 × 1015 cm−2) (top 
panel of Fig. 3b), which we attribute to the higher proton penetration 
in addition to the higher porosity within the structure. Assuming that 
the saturating densities of redox transitions observed in our spectro-
electrochemical analyses indicate full coverage, the coverage θ of each 

redox state at a given potential is defined as θ = D/Dmax, where D is the 
density of states and Dmax is the maximum saturating density. Therefore, 
θ is a unitless value. Notably, the state generated from redox transition 
3 does not saturate within the observed potential regime, and therefore 
the maximum density was assumed to be the same as redox transition 1 
as both redox transitions occur on the same coordinatively unsaturated 
(CUS) site (see ‘DFT calculations’ in the Methods below).

The resulting coverage (θ) versus potential (U) data, that is, the 
electroadsorption isotherms, can be modelled using the Frumkin 
isotherm with coefficient of determination R2 values as high as 0.99, 
as opposed to a simple Langmuir isotherm (dashed line in Fig. 3a (top 
panel); see Supplementary Note 6 and Supplementary Figs. 23 and 
24 for details of the fitting). These excellent fits indicate the exist-
ence of lateral interactions between the redox states, as assumed in 
the Frumkin model. Similar Frumkin-type behaviour and the corres
ponding interaction has also been observed in the redox transitions of  
an amorphous cobalt oxide by Risch and co-workers39. Mathematically, 
in a Frumkin electroadsorption model, the redox transition free energy 
∆Go

redox is a function of the redox-state coverage, that is, ∆Go
redox(θ) =  

∆Go
redox(θ=0) + rθ, where r (in electronvolts) is the interaction energy 

of the adsorbates at full coverage and θ is the coverage of the adsorb-
ates (0 < θ < 1). Analysing the θ–U data, we can obtain the value for 
the adsorbate–adsorbate interaction energy r. The fitted interaction 
energy r and the half-coverage potential U(θ=1/2) for both amorphous 
and rutile iridium oxides are labelled in Fig. 3a,b. Interestingly, we 
found that the adsorbate–adsorbate interaction energy r values fitted 
from redox transition 3 on amorphous IrOx and rutile IrO2 are similar, 
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(iR-corrected). Absorbance changes were recorded after five CV cycles, at every 
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0.66 VRHE. b, Differential absorption spectra of rutile IrO2 during a linear sweep 
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c, Differential analysis of absorption spectra for amorphous IrOx at every 20 mV. 

The differential absorption spectra are obtained by subtracting adjacent spectra 
and normalizing the maximum absorbance to unity, representing a change in 
absorbance that corresponds to a potential change of 20 mV. d, Extracted spectra 
for individual redox transitions in amorphous IrOx. The absorption spectra for 
redox transition 1 (blue), 2 (green) and 3 (red) in amorphous IrOx are extracted 
from the potential regime where the shapes of the spectra in c are invariant, 
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both at about 0.15 eV, indicating that the interaction strength between 
the adsorbates involved in this redox transition are similar despite 
the changes in the iridium coordination environment between the 
amorphous and crystalline iridium oxides. However, for surfaces with 
a substantially different surface structure and/or density of CUS sites, 
this interaction strength may differ.

The transient rate of potential-associated redox transitions is 
determined by the derivative of the density of redox transitions over 
the potential (Fig. 3a,b, bottom panels). The peak positions for redox 
transitions on the amorphous and crystalline iridium oxides, obtained 
from a deconvolution analysis of the optical signal, were found to be 
at about 0.82 and 0.90 VRHE for redox transition 1, 1.22 and 1.26 VRHE for 
redox transition 2 and 1.47 and 1.57 VRHE for redox transition 3 (Sup-
plementary Table 3 and Fig. 3a,b). These optically determined redox 
transition waves match well with the less-well-resolved redox transitions 
observed in the linear sweep voltammetry curves for amorphous IrOx. 
In addition, the predicted linear sweep voltammetry curves from the 
redox transitions are comparable to the experimentally observed curve, 
in terms of both curve shape and amplitude for both the amorphous 
and crystalline iridium oxides (grey line in the bottom panel of Fig. 3a,b 
and in Supplementary Fig. 21). The positions of redox transition 1 and 
redox transition 2 are also in agreement with the redox peak positions 
on amorphous IrOx and perovskite SrIrOx determined by Geiger et al. 
(both are at around 0.8 and 1.2 V)8. Notably, the redox current for redox 
transition 3, corresponding to the optical data at OER-relevant poten-
tials, is masked by the OER current measured electrochemically in the 
cyclic voltammogram. A redox peak at a similar potential (1.63 VRHE) has 

also been observed by Kuo et al. on an IrO2(110) surface30. It is clear that 
amorphous IrOx undergoes the redox transition 3 process (~1.3 VRHE) at a 
potential approximately 100 mV lower than rutile IrO2 (~1.4 VRHE; see Sup-
plementary Fig. 22 for a direct comparison of the absorbance signals). 
This suggests that the differences in coordination between the iridium 
centres in amorphous and crystalline iridium oxides result in stronger 
binding of the oxygenated intermediates in IrOx compared with IrO2.

The UV–visible absorbance changes in Fig. 2 can be assigned to 
changes in intervalence charge transfer within the iridium d orbitals, 
which correlates to the oxidation of iridium and the change of surface 
adsorbates coordinated to the iridium centre41–43. Previous operando 
XAS studies have indicated that the first and second redox transitions 
in similar amorphous IrOx may correspond to the Ir3+/Ir4+ and Ir4+/Ir5+ 
transitions44–46, although a consensus on the exact oxidation state, 
especially during the OER, still has not been reached27. In particular, 
in OER potential regions where redox transition 3 occurs, previous 
operando XAS or XPS studies have suggested the formation of Ir4+  
(ref. 47), Ir4.x+ (ref. 48) or Ir5+ species10,49,50. Recent findings have 
suggested the formation of electrophilic oxygen species (O1−) at 
OER-relevant potential regions20,21,26. Whereas the precise iridium oxi-
dation state on the surface remains under debate, the aforementioned 
literature suggest that the redox transitions involve adsorbed oxygen-
ated species. To verify the nature of these surface adsorbates, we first 
use DFT calculations (see the computational methods in Methods and 
Supplementary Note 7). We then use the behaviour of these adsorbates 
to represent the redox transition process, which is intrinsically linked 
to changes in the iridium oxidation state. We model the rutile IrO2(110) 
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Fig. 3 | Redox transition densities as a function of potential in amorphous 
IrOx and rutile IrO2. a,b, Densities of redox transitions for amorphous IrOx (a) 
and rutile IrO2 (b) that have occurred as a function of the potential (solid lines), 
and the corresponding Frumkin isotherm fitting results (dashed lines). The 
bottom panels show the derivatives of these redox transition densities with 
respect to the potential U, represented as redox transition waves. These redox 
waves are co-plotted with the linear scan voltammetry curves (grey line, right 
y axis) as a comparison between optically and electrochemically determined 

redox transitions. j, current density. c, Schematic showing the proposed physical 
origin of the redox transitions and the redox states involved in these transitions 
on the basis of DFT calculations. d,e, DFT calculations for the saturation of 
OHcus + *Hb → *OHcus + H+ + e− and *OHcus → *Ocus + H+ + e− transitions as a function 
of the potential U on hollandite iridium oxide (d) and rutile IrO2 (e). The inset in 
d and e shows the hollandite IrO2 (001) and rutile IrO2 (110) surface structure, 
respectively. The coordinatively unsaturated iridium site is marked by the yellow 
asterisk.
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surface, which consists of rows of iridium atoms coordinated by bridg-
ing oxygens separated by rows of CUS sites (inset of Fig. 3e; see details 
in Supplementary Fig. 25). The adsorption of *H, *H2O, *OH and *O on 
the CUS site and *H on the bridging oxygen (*Hb) was considered at full 
coverage. The calculations were performed at constant charge, and the 
computational hydrogen electrode51 was used to determine the most 
stable surface adsorbate structure at a given potential (Supplementary 
Fig. 26). The interaction between the adsorbates was explored by cal-
culating the free energy of the stepwise transition between the most 
stable adsorbates in a unit cell with three CUS sites, that is, at different 
coverages of the species. For selected surfaces the OER was modelled, 
two different reaction pathways were considered as described in previ-
ous work52 (Supplementary Fig. 27). On the basis of these energies, the 
redox transition potential at half coverage U(θ=1/2) and the interaction 
energy r were calculated and are plotted as adsorption isotherms in 
Fig. 3e. The calculated energies at half coverage for *OH (1.05 VDFT-RHE) 
and *O (1.52 VDFT-RHE) on the CUS site of rutile IrO2 match well with experi-
mental half-wave redox potentials for redox transition 2 (1.26 VRHE) 
and redox transition 3 (1.57 VRHE), considering the accuracy of DFT 
calculations53,54 (Supplementary Table 5). Our calculations are also in 
agreement with previous work, which attributed the redox transitions 
at around 1.20 VRHE and 1.63 VRHE on IrO2(110) surfaces in 0.1 M HClO4 to 
*OH and *O adsorption on the CUS site, respectively30. Redox transi-
tion 1 was considered to be *H desorbing from the CUS site or *H2O 
dissociating to form *OH on the CUS site, but the calculated potential 
values for both transitions (<0.19 VDFT-RHE) do not match closely with 
the experimental result of 0.90 VRHE, even if the possibility of an inter-
mediate structure with some CUS sites covered by *H2O is considered 
(see Supplementary Fig. 26 for details). This is to be expected as the 
rutile surface is at the limit of stability at this potential, and the num-
ber of possible surface structures thus becomes large. Given that the 
saturated densities of redox transitions 1 and 2 are relatively close 
(with a deviation of between 3 and 30%), we anticipate that all iridium 
CUS sites will participate in the first redox transition with the transfer 
of a single electron, similar to the other two redox transitions. The 
differences in the total saturated densities of redox transitions 1 and 2  
can be attributed to the polycrystalline nature of the sample where 
surface facets with an unequal number of bridge and CUS sites may be 
exposed. Therefore, opting for the simplest possible assignment for 
redox transition 1, we attribute these redox transitions to:

redox transition 1 ∶ ∗H2Ocus + ∗Hb → ∗OHcus + ∗Hb +H+ + e−

(1)

redox transition 2 ∶ ∗OHcus + ∗Hb → ∗OHcus + ∗
b +H+ + e− (2)

redox transition 3 ∶ ∗OHcus → ∗Ocus +H+ + e−. (3)

where *b represents the bridge oxygen adsoption site. The schematic in 
Fig. 3c shows the redox transitions and the redox states involved. The 
coverage of these redox states at CUS and bridge sites can be obtained 
using the fitted Frumkin isotherm and this DFT assignment (Supple-
mentary Fig. 29). For amorphous IrOx, the disordered surface structure 
cannot be modelled via periodic DFT calculations. Instead, as a repre-
sentative of a more open IrOx structure with a larger separation between 
the adsorbates, the (001) surface of hollandite IrO2 is modelled, and 
calculations are carried out for the transitions OHcus + *Hb → *OHcus +  
*b + H+ + e− and *OHcus → *Ocus + H+ + e− (Fig. 3d)18. The energy values of 
redox transitions 2 (0.97 VDFT-RHE) and 3 (1.34 VDFT-RHE) on hollandite IrOx  
are lower than on rutile IrO2 (Supplementary Fig. 28), in agreement 
with our experimental observations.

Our DFT calculations also capture the interaction strength 
between *OH adsorbates on both the rutile and hollandite surfaces, 
showing that the calculated redox potential increases from 0.89 VDFT-RHE 
at one-third coverage to 1.20 VDFT-RHE at full coverage of *OH for the rutile 

structure, and from 0.80 to 1.13 VDFT-RHE for the hollandite structure (see 
Supplementary Note 8 for details of interaction parameter calcula-
tions). However, the interaction of *O cannot be fully captured using 
this model. The calculated interaction energies of *O are only about 
0.02 and 0.08 eV for rutile and hollandite IrO2, respectively, which are 
considerably lower than the experimentally observed value of 0.15 eV. 
This observation is in agreement with recent work suggesting that the 
repulsive interactions for *O species can only be captured by including 
solvent effects in the DFT model as the *O interactions may propagate 
through the water layer26. Therefore, we hypothesize that these interac-
tions between *O species are mediated by the electrolyte, as also sug-
gested by the measurements of Hu et al. on well-defined single crystal 
RuO2(110), where only surface ruthenium sites are active55. The above 
experimental and theoretical results indicate the key role of repulsive 
interactions between the adsorbates, which give rise to the Frumkin 
electroadsorption isotherm (Fig. 3a,b) and change the free energy of 
elementary steps in the OER as a function of coverage.

Correlating accumulated *Ocus active states with the OER
Next, we investigated the lifetime of these accumulated redox states 
and their correlation with the water oxidation reaction on IrOx. We 
measured the decay kinetics of the accumulated states when the poten-
tial was released from an oxygen-evolving potential to an open-circuit 
potential using time-resolved UV–visible absorption spectroscopy 
(see Supplementary Note 9 for details of the decay kinetics measure-
ments)28,37,56. This experiment is shown in Fig. 4a, where two spectrally 
distinct decay phases were observed during open-circuit decay—a fast 
decay component (initial 1 s) with a dominant absorption decay peak 
at around 500 nm, and a slow decay component (100–200 s) with the 
maximum signal at around 800 nm (see Supplementary Note 9 and 
Supplementary Fig. 33 for detailed deconvolution of the decay data). 
The differential absorption spectra for these two phases are in excellent 
agreement with the differential absorption spectra of redox transition 
3 and redox transition 2, respectively (Fig. 4b), indicating that the fast 
decay of absorbance arises primarily from the decay of stateD to stateC 
(that is, the decay of *Ocus), whereas the slow decay arises mainly from 
the decay of stateC to stateB (that is, the decay of bridge oxygen Obri). 
Further comparison of the optical signal decay in different potential 
regimes shows that stateB (*OHcus) and stateC (Obri) remain stable even 
after the applied potential is switched off, indicating that these states 
are very stable once generated and will not be the catalytically relevant 
species (Supplementary Fig. 34). Conversely, the *Ocus species decays 
rapidly once the applied potential is removed, indicating the reactivity 
of *Ocus for forming molecular oxygen. Based on the established DFT cal-
culations on IrO2(110)26,57,58, which suggest that the formation of *OOH 
from *O is the RDS, we interpret the fast decay process as described in 
Fig. 4c: a site in the active state (*Ocus) proceeds along the reaction path 
via nucleophilic attack from a water molecule, forming the O–O bond 
and followed by the release of oxygen. Here, the charge is balanced by 
other active states through accepting a proton and becoming reduced 
to regenerate *OHcus on the surface (as no charge is passed through 
the external circuit during open-circuit conditions). To validate this 
decay mechanism, we measured oxygen using highly sensitive on-chip 
electrochemical mass spectrometry (EC-MS). This technique enables 
the in situ measurement of gas products during electrochemistry with 
a resolution down to subpicomole per second sensitivity59,60. The net 
amount of O2 produced during open-circuit decay from 1.46 to 1.40 VRHE, 
detected using EC-MS, is ~0.87 nmol cm−2. This amount of oxygen is 
in good agreement with the O2 release expected from decay of the 
accumulated *Ocus from 1.46 to 1.40 VRHE (0.70–0.96 nmol cm−2) (see 
supplementary Note 10 and Supplementary Fig. 37 for details). This 
analysis confirms that the decay of *Ocus is coupled with O2 release, 
with four *Ocus atoms being consumed per molecule of O2 generated. 
As a result, where τ is the time constant of this active-state decay, it 
implies an intrinsic rate for the RDS of 1/4τ for O2 released per second. 
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By varying the applied potential and probing the decay when the cell 
is switched to open circuit, we are able to control the density of *Ocus 
and investigate its effect on the intrinsic rate of the RDS (a detailed 
measurement of τ and calculation of the intrinsic rate can be found in 
Supplementary Note 9 and Supplementary Figs. 35 and 36).

Determining the intrinsic water oxidation kinetics
Having confirmed that the optically detected accumulated *Ocus are 
reactive towards O–O coupling and O2 release, we explored how these 
active states control the reaction rate on amorphous IrOx and rutile 
IrO2. We used two methods to estimate the intrinsic rate of the RDS as 
a function of the potential (and thus as a function of the *Ocus cover-
age). First, we normalized the O2 generation rate (obtained from the 
current) to the density of *Ocus, the active states from which the RDS  
(that is, O–O bond formation) proceeds. Such an RDS on IrO2 has  
also been supported by other literature reports25,26,57,58 Second, we 
accessed the *Ocus decay rate resulting from O–O bond formation using 
the previously described potential-decay measurement. The above  
two analyses yield the intrinsic rate of the RDS, which are described 
using TOF (O2 per *Ocus per s) and TOFdecay, respectively.

Figure 5a shows the active-state *Ocus coverage and the intrinsic 
rate of the RDS for amorphous IrOx and rutile IrO2. We find that whereas 
rutile IrO2 has fewer active states at a given potential, it has a similar 
intrinsic rate of the RDS as measured by the O2 evolution rate and a 
slightly lower intrinsic rate of the RDS as measured via the open-circuit 
decay within the studied potential regime. At more positive poten-
tials (thus higher current densities), the coverage of *Ocus cannot be 
measured due to the impact of severe bubble formation on the optical 
signal. We thus extrapolated the activity per *Ocus in the higher poten-
tial range using the measured current density at the higher potential 

and an estimated coverage of *Ocus from our Frumkin isotherm fitting 
results (Supplementary Fig. 39). We note that the TOF values obtained 
via both methods are in good agreement with those on mass-selected 
iridium oxide particles (which are presumably an amorphous/native 
oxide formed via the electrochemical oxidation of metallic iridium 
nanoparticles)61 (Supplementary Fig. 40). This notion is in agreement 
with recent work using the noise level from an electrochemical scan-
ning tunnelling microscope to probe catalytic activity locally, which 
showed that the OER rates are similar on a film of amorphous IrOx, 
with negligible surface sensitivity62. To further explore the view that 
most, if not all, redox-active sites are also active for the OER, we evalu-
ated the TOF per redox-active centre by normalizing the current to 
the total integrated charge in the first redox transition for films of 
varying thicknesses (see Supplementary Note 11 and Supplementary 
Fig. 41 for a detailed discussion). We find that the TOF is independent 
of the thickness, which is consistent with the notion that the sites  
that are redox-active are also OER-active in the hydrated amorphous 
oxide materials, and the observed redox transition states are thus 
less likely to be related to Faradaic processes of bulk sites that do not 
participate directly in the OER. Dau and co-workers came to similar 
conclusions with thickness-independent TOF values on hydrous amor-
phous cobalt catalysts63–65.

Given that the coverage of the adsorbates in the Frumkin isotherm 
plays a key role in the binding energetics of the adsorbates and thus 
controls the reactivity of the states, we next compare the TOF (O2 per 
*Ocus per s) and the TOFdecay for amorphous IrOx and rutile IrO2 as a 
function of the *Ocus coverage (Fig. 5b). We note that for both iridium 
oxides, the logarithm of the TOF increases roughly linearly with the 
*Ocus coverage in the observed range of coverage. This result is similar to 
the observation in a recent study by Nong et al.26 where they found that 
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Fig. 4 | Active states for iridium oxides and their water oxidation mechanism. 
a, Change in potential (versus RHE) during open-circuit decay (top) and the 
change in absorbance (A) as a function of time after beginning decay under 
open-circuit conditions (bottom). The changes in absorbance are calculated with 
respect to absorption immediately before turning to the open-circuit potential. 
The colour scale represents the decrease in absorbance compared with that 
before open-circuit decay. The white dashed lines denote the same levels of 
decay in absorption. At the initial time (1 s), the absorption decay is at a maximum 
at wavelengths of ~500 and ~800 nm, whereas after 100 s, the absorption decay 

is dominant at ~800 nm. b, Comparison of the differential spectra obtained from 
the decay and redox transitions during linear sweep voltammetry. Spectra  
from the initial 1 s after the decay (dark red) and from 100–200 s after the decay 
(dark green) were obtained from Supplementary Fig. 33c. The spectral shape of 
redox transition 3 (light red) and redox transition 2 (light green) are from Fig. 2d. 
All spectra are normalized to their maximum absorbance for comparison.  
c, Proposed mechanism for the OER, involving the nucleophilic attack of water on 
the accumulated *Ocus species to form molecular oxygen, corresponding to the 
fast decay phase in a, that is, the decay of stateD to stateC.
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the log(current) increases linearly with the total charge, and suggested 
from DFT that the activation energy of the RDS decreases linearly with 
the increase in *Ocus coverage because of the long-range interactions 
between the *O species. Combining experimental and DFT calcula-
tion results, they suggested a chemical RDS for the OER on iridium 
oxides. Here, by experimentally tracking the intrinsic rate of the RDS 
as a function of the *Ocus coverage, we observe similar results. We also 
note that the slope values of log(TOFdecay) versus *Ocus coverage in Fig. 5b 
are similar for amorphous IrOx and rutile IrO2, which is consistent with 
our observation that they have similar adsorbate–adsorbate interac-
tion energies r. The repulsive interaction observed here between oxo 
species causes a destabilization of the adsorbed *Ocus species (that is, 
ΔG°*O − ΔG°*OH becomes larger), thus reducing the free energy of the 
RDS (O–O bond formation from *Ocus). This suggests that the concentra-
tion of active species not only increases the reaction rate, by providing 
more sites where the reaction can occur, but also increases the rate  
by increasing the driving force or decreasing the reaction barrier 
caused by the change in chemical potential of these active species.

From Fig. 5b, it is also apparent that, at the same *Ocus coverage, 
the intrinsic activity of the RDS on rutile IrO2 is around one order of 
magnitude higher (as measured by TOF (O2 per *Ocus per s)) and factor 
of five higher (as measured by TOFdecay) than on amorphous IrOx. We 
rationalize this difference in activity to the potential-dependent bind-
ing energetics of *Ocus. From the experimentally observed energetics 
of *Ocus, the values of ΔG°*O − ΔG°*OH at *Ocus (θ*O = 0) for rutile IrO2 is 
around 0.1 eV larger than that of amorphous IrOx (that is, an extra 
0.1 V is required to form *Ocus on rutile IrO2), and the values for both 
increase with *Ocus coverage at a slope of roughly 0.15 eV per coverage 
increment due to the similar Frumkin interaction strengths (Fig. 5c). 
As a result, at a constant coverage of *Ocus, compared with amorphous 
IrOx, rutile IrO2 binds oxygen more weakly, which facilitates O–O bond 
formation from *Ocus in the RDS, leading to a higher intrinsic activity 
per active state. On the other hand, at a constant potential, for exam-
ple, at 1.48 VRHE, this binding energy difference decreases to around 
0.05 eV because amorphous IrOx has a higher coverage of *Ocus at this 
potential, thus weakening the *Ocus binding more greatly. Therefore, 
the intrinsic activity at a constant potential is similar, and the order 
of magnitude greater geometric-area-normalized current density 
observed for amorphous IrOx is mainly because it has a higher density 
of active states, as shown in Fig. 3a,b.

Design principles for highly active OER catalysts
The potential (and coverage) dependence of the intrinsic water 
oxidation kinetics determined herein show the importance of the 
adsorbate–adsorbate interactions in controlling the OER kinetics. 
The conventional approach for catalyst design has focused on devel-
oping catalysts with optimal binding energetics (ΔG°*O − ΔG°*OH) that  
correspond to ~1.6 eV (refs. 24,25,58). This implicitly assumes that  
this value is independent of the coverage. Here we have clearly experi-
mentally demonstrated the weakening of the *O binding energy with 
increasing coverage. This indicates that optimal binding energetics 
can also be obtained on surface sites that are strongly binding at low 
coverage (ΔG°*O − ΔG°*OH < 1.6 eV at θ*O ≈ 0) but have strong repulsive 
interactions, which weaken the *O binding energies at high coverage, 
thereby enabling these sites to achieve the optimal ΔG°*O − ΔG°*OH  
values under reaction conditions that correspond to higher coverage.

To include the influence of adsorbate–adsorbate interactions on 
ΔG°*O − ΔG°*OH values, and thus the intrinsic activity per state, we con-
struct a new three-dimensional volcano plot. This volcano plot can be 
seen as a deconvolution of the previous descriptor ΔG°*O − ΔG°*OH into 
two components: the binding energetics on a surface with zero *O cov-
erage (ΔG°*O − ΔG°*OH (θ*O = 0)), and the interaction strength between 
*O species, following a Frumkin-isotherm-related equation (ΔG°*O −  
ΔG°*OH = ΔG°*O − ΔG°*OH (θ*O = 0) + rθ*O). The relative activity per state 
is represented by the thermodynamic overpotential of the OER on the 
active state, and is calculated from the absolute difference between 
the ΔG°*O − ΔG°*OH value of the catalysts and the predicted optimal 
value of 1.60 eV (that is, relative activity = −|ΔG°*O − ΔG°*OH − 1.6 eV|), as 
reported in the studies of Rossmeisl, Nørskov and colleagues24,25. We 
first construct this plot assuming a near-saturated coverage, θ*O = 0.9. 
As shown in Fig. 6a, the optimal activity of the states can be achieved 
either via optimal *O binding at low coverage without any *O interaction 
(that is, ΔG°*O − ΔG°*OH ≈ 1.6 eV at θ*O ≈ 0, r = 0 eV), which is the top of a 
conventional volcano plot, or via a stronger than optimal *O binding 
and strong interaction (for example, ΔG°*O − ΔG°*OH = 1.0 eV at θ*O ≈ 0, 
r ≈ 0.7 eV). In the latter case, although each state binds *O much more 
strongly than optimal at zero coverage, the strong interaction strength 
results in weaker binding and optimum ΔG°*O − ΔG°*OH at high coverage.

We note that the applied potentials to achieve the same coverage 
are different for catalysts with different ΔG°*O − ΔG°*OH (θ*O = 0) and  
r values. To include both potential and coverage effects, we construct a 
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the same potential (bottom). b, Intrinsic reaction rate per active state of IrOx and 
IrO2 as a function of the coverage of *Ocus. The red and blue shaded regions in a and 
b are guides for the eye. c, Experimentally determined ΔG°*O − ΔG°*OH values at 
different coverages of *Ocus. The ΔG°*O − ΔG°*OH values are calculated following the 
Frumkin electroadsorption isotherm ΔG°*O − ΔG°*OH = ΔG°*O − ΔG°*OH (θ*O = 0) + rθ*O, 

where ΔG°*O − ΔG°*OH (θ*O = 0) represents the binding energy of *Ocus assuming 
zero coverage, and r (in electronvolts) is the interaction energy of the 
adsorbates. The values of ΔG°*O − ΔG°*OH (θ*O = 0) and r were determined by 
fitting the electroadsorption isotherms in Fig. 3a,b. The dotted lines indicate the 
ΔG°*O − ΔG°*OH values at the same potential of 1.48 VRHE (*Ocus coverage values for 
IrOx and IrO2 are ~0.51 and ~0.19, respectively, as determined in Fig. 5a), whereas the 
dashed lines indicate ΔG°*O − ΔG°*OH at a constant *Ocus coverage of 0.9 for each of 
the iridium oxides (see Supplementary Note 6 for details).
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volcano plot at a fixed overpotential of 250 mV (Fig. 6b and Supplemen-
tary Fig. 42). The steep part of the left side of the volcano (for example, 
when ΔG°*O − ΔG°*OH (θ*O = 0) < 1.28 eV in the curve of r = 0.15 eV) is where 
the *O coverage is saturated, whereas the less steep part represents 
where ΔG°*O − ΔG°*OH (θ*O) is changing due to the Frumkin repulsion 
term. The Frumkin repulsion term has a higher impact on increasing 
the activity for a material with a stronger *O binding energy, for a given 
interaction strength. This is evident from our data on amorphous and 
rutile iridium oxide catalysts, where the adsorbate–adsorbate inter-
action increases the relative activity of the two materials by different 
degrees, although they have a similar interaction parameter (~0.15 eV). 
This is because the stronger binding strength of *O on the IrOx surface 
results in a higher coverage for IrOx compared with IrO2 at this poten-
tial (Fig. 5a, top panel), and a consequently higher repulsion between 
adsorbates. However, both show a higher activity than the molecular 
iridium catalyst analysed previously, which has no adsorbate–adsorb-
ate interaction28. This observation is consistent with our previous sug-
gestion that, although the studied molecular iridium catalyst showed 
faster kinetics than amorphous IrOx at low overpotentials, it is less 
active than amorphous IrOx at higher overpotentials due to a lack of 
cooperative interactions between active states28. Similar analyses at 
overpotentials of 200 and 280 mV are also given in Supplementary 
Fig. 43. These results indicate that the potential can alter the cover-
age of *O species, which in turn can weaken the binding energies for 
catalysts that bind oxygen too strongly in a conventional volcano 
plot, hence improving the OER activity. This analysis elucidates the 
fundamental origin of the activity discrepancies between different 
iridium-based catalysts, including amorphous and crystalline iridium 
oxides.

Conclusions
In conclusion, our work combines experimental and theoretical tech-
niques to re-evaluate the design principles for water oxidation cata-
lysts by unravelling the role of active sites in terms of their density, 
ordering and interactions between them on the reaction rate. Here we 
have resolved the formation of the redox centres in amorphous IrOx 
and crystalline IrO2 as a function of the potential, using time-resolved 
UV–visible spectroelectrochemistry and as a function of depth using 
ToF-SIMS combined with deuterium labelling. We also used DFT to 
provide a molecular-level interpretation of our results. From DFT, we 
assign the third spectral redox wave (redox transition 3) to the change 

of *OH to *O on the Ircus site in both catalysts; in addition, the experimen-
tally obtained O2 evolution kinetics show an exponential dependence 
on the coverage of the species *O, corroborating predictions from 
earlier DFT-based models that O–O bond formation controls the reac-
tion rate24–26.

Our potential-decay results reveal that the intrinsic kinetics of  
O2 evolution, that is, the reactivity of active *O states for O–O bond 
formation, are comparable, or slightly faster, on amorphous IrOx  
compared with crystalline IrO2 at a given potential in the studied poten-
tial regime; however, the greater penetration and hence density of 
sites per unit geometric area of redox centres in amorphous IrOx, as 
measured using both optical spectroscopy and ToF-SIMS, account for 
the substantially higher geometric current density observed in this 
catalyst compared with crystalline IrO2. Amorphous IrOx binds more 
strongly to *O than to crystalline IrO2 at low coverage; nonetheless, 
under the same potential for the reaction conditions, the coverage 
of *O is much higher than that of crystalline IrO2, leading to greater 
weakening of *O as a result of repulsive adsorbate–adsorbate interac-
tions. These two opposing effects lead to comparable intrinsic reaction 
rates on the two types of iridium oxide under study. On the basis of 
these insights, we may expect that nanocrystalline iridium-based cata-
lysts, which exhibit the high stability8,32 and intrinsic rate of rutile IrO2  
but with the high site density of amorphous IrOx, will provide an  
optimal performance for O2 evolution.

Beyond iridium oxides, our work highlights the role of adsorbate–
adsorbate interactions on water oxidation catalysis; they are particu-
larly important for catalysts on the strong binding side of the oxygen 
evolution volcano, such as with non-precious metal oxide MnOx  
(ref. 25). Our work leads to a more accurate description of water 
oxidation kinetics than conventional models that are based solely on  
the binding energetics at zero coverage; moreover, it provides an  
additional, unexplored lever to aid the discovery of more active 
catalysts.

Methods
Synthesis of amorphous IrOx and crystalline IrO2

Amorphous IrOx was prepared using an electrodeposition method 
analogous to previous reports27,31. Typically, a solution with an iridium 
source was prepared by dissolving IrCl3 hydrate (0.2 mmol; Fluoro-
chem) and oxalic acid dihydrate (1 mmol; Sigma Aldrich) in water 
(30 ml). The pH was adjusted to 10 with K2CO3 (5 mmol; Sigma Aldrich, 
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≥99.0%). The volume of the solution was then increased to 50 ml by 
adding more water (20 ml). The solution was left to rest for four days at 
35 °C and then stored in a refrigerator at 4 °C. The electrodeposition of 
IrOx was conducted with a typical three-electrode set-up using this solu-
tion. A clean FTO glass substrate was used as the working electrode, and 
a platinum mesh and Ag/AgCl were used as the counter and reference 
electrodes, respectively. Polyimide tape was attached to the FTO sur-
face to limit the conductive surface to ~1 × 1 cm. The electrodeposition 
was carried out by applying an anodic current density of 35 µA cm−2 for 
1,000 s. The mass loading of the obtained IrOx was around 80 μg cm−2. 
For ToF-SIMS and XPS measurements, IrOx was deposited on a titanium 
substrate for a longer deposition time of 12,000 s to obtain a thicker 
layer sample. SEM images were obtained from the sample deposited 
on both titanium substrates and FTO substrates. Rutile IrO2 is obtained 
via thermal annealing of the IrOx sample in the atmosphere at 550 °C 
for 8 h, at a heating rate of 10 °C min−1. Thus, rutile IrO2 sample has the 
same iridium mass loading as the amorphous IrOx sample.

Characterization of materials
SEM images were obtained using a LEO 1525 scanning electron micro-
scope (FESEM, 5 kV). X-ray diffraction measurements were carried 
out to determine the phase composition of each catalyst, and were 
obtained using a Bruker-Axs diffractometer equipped with a PSD  
LinxEye detector. The X-ray diffraction patterns were collected in 
the range of 10 ≤ 2θ ≤ 70 with a step size of 0.05°. XPS spectra were 
obtained using a Thermo Scientific K-Alpha spectrometer equipped 
with an aluminium Kα X-ray source (1,486.6 eV) coupled with a 180° 
double-focusing hemispherical analyser with a 2 s detector at an oper-
ating pressure of 1 × 10−8 mbar and a flood gun to minimize charg-
ing effects from photoemission. The iridium L3-edge XAS data were 
collected using the B18 beamline at Diamond Light Source, United 
Kingdom. The beamline has an energy range of 2.05 –35 keV for spec-
troscopy. The energy of the incident X-ray beam was selected using a 
Si(111) monochromator, with a resolving power of λ/Δλ ≈ 5,000. The XAS 
measurements for amorphous IrOx and rutile IrO2 were performed in 
fluorescence. The XAS measurements for standard sample iridium pow-
der, IrCl3 and IrO2 (Alfa Sigma) were carried out in transmission mode.

Electrochemical measurements
All electrochemical measurements were carried out in 0.1 M HClO4 
prepared by dilution of concentrated perchloric acid (Suprapur 70% 
HClO4, Merck) in ultrapure water (>18.2 MΩ cm, Sartorius). The elec-
trochemical tests were conducted using a typical three-electrode 
set-up with an SP-150 or an SP-300 BioLogic potentiostat. The iridium 
oxides deposited on the FTO substrate (1 × 1 cm) were used directly 
as the working electrode. A platinum mesh and an Ag/AgCl electrode 
(KCl-saturated) were used as the counter and reference electrodes, 
respectively. The reference electrode was calibrated to the RHE in 
the same electrolyte using saturated H2 on a clean platinum surface. 
Potentials were iR-compensated by manually subtracting the product 
of current and resistance i× Ru, for which the resistance Ru (~25 Ω) was 
obtained from a high-frequency intercept of the real resistance during 
electrochemical impedance spectroscopy.

ToF-SIMS
ToF-SIMS measurements were performed using an IONTOF ToF-SIMS 
V instrument, with a sputter current of 75 nA. Bismuth ions were used 
as the primary analysis ion and 1 keV caesium ions were used as the 
sputter beam. The sputter beam was set to create a crater with a length 
and width of 300 µm. A square analysis area, with sides of 100 µm, 
was then set around the centre of the crater. Data were obtained over 
a mass range from mass-to-charge ratios (m/z) of 0–200 for negative 
secondary ions. Calibration was performed using C−, CH−, CH2

− CH3
−, O−, 

OH−, F− and 35Cl−. The differences between the expected and observed 
masses after calibration were less than 50 ppm. The samples were 

first electrochemically cycled in deuterated 0.1 M HClO4 electrolyte 
and then subjected to ToF-SIMS to record the deuterium signal over 
the sputtering time.

Operando UV–visible absorption spectroscopy
Operando UV–visible absorption spectroscopy measurements  
were conducted in transmission mode. A stabilized 10 mW tungsten–
halogen light source (SLS201L, Thorlabs) was used with a collimating 
package (SLS201C, Thorlabs). The light emitted from the lamp was 
transmitted through the sample and collected using a 1 cm diameter 
liquid light guide (Edmund Optics). Light transmitted to the spectro-
graph was first columnated and refocused using two 5 cm planoconvex 
lenses (Edmund Optics) to optimally match the optical components 
of the spectroscope (Kymera 193i, Andor) and charge-coupled device 
(CCD) camera (iDus Du420A-BEX2-DD, Andor). The detector was main-
tained at −80 °C during the measurements to reduce the dark current 
and ensure a high signal-to-noise ratio. An Ivium Vertex potentiostat 
was used for electrochemical measurements, where data acquisition of 
both the electrochemical signal (that is, the potential and current) and 
the optical signal is facilitated using custom-built LabVIEW66 software 
(see details in the Code availability statement). This custom-built soft-
ware also ensures that the two signal sources match in the same time 
stamp. The measurements were carried out in potentiostatic mode, 
with a potential step and equilibration time equal to that for typical CV 
at a scan rate of around 1 mV s−1. At each potential, 30 averages of the 
spectra were obtained (where each spectral acquisition takes ~30 ms), 
before moving to the next potential.

DFT calculations
All DFT calculations were performed using the grid-based projector 
augmented wave software package67,68. The atomic simulation environ-
ment was used to set up and control the calculations69. The calculations 
were performed with a plane-wave basis with an energy cut-off of 
500 eV. The revised Perdew–Burke–Ernzerhof functional was used to 
describe the effects of exchange and correlation70.

The (110) surface of rutile IrO2 was modelled as a 3 × 1 slab with 
four atomic layers, of which two were fixed in the bulk geometry 
at the computationally optimized lattice constants (a = 4.59 Å and 
c = 3.19 Å, which compare well with experimental values of a = 4.50 Å 
and c = 3.15 Å)71. Twenty ångstöms of vacuum separated the periodic 
images of the slab, and a dipole correction was used to decouple the 
electrostatic interactions on either side of the slab. The Brillouin zone 
was sampled using 4 × 4 k-points.

The surface of amorphous IrO2 cannot be modelled via periodic 
DFT calculations; however, to gain an understanding of the differences 
between rutile and amorphous IrO2 we modelled the (001) surface of 
IrO2 in the hollandite structure. This surface bears similarity to the 
rutile (110) surface; however, adsorbates are further separated (in the x 
direction) and the bulk is more open, as would be expected for an amor-
phous structure (see Supplementary Fig. 25 for a comparison of the two  
surfaces). This surface is modelled as a 3 × 1 slab with six atomic  
layers (three frozen), corresponding to 1.5 repeats of the unit cell, 
and sampled using 3 × 4 k-points. The calculated lattice constants are 
a = 10.13 Å and c = 3.18 Å, which compare well with the experimental 
data of hollandite-type KxIrO2 (a = 10.02 Å, b = 3.15 Å, c = 10.05 Å and 
β = 90.11°)72.

Data availability
The data that support the findings of this study are available within  
the main text and Supplementary Information. DFT optimized  
structures are available from https://nano.ku.dk/english/research/ 
theoretical-electrocatalysis/katladb/water-oxidation-activity- 
of-iridium-oxides/. Data are also available from the corresponding 
authors upon reasonable request. Source data are provided with this 
paper.

http://www.nature.com/natcatal
https://nano.ku.dk/english/research/theoretical-electrocatalysis/katladb/water-oxidation-activity-of-iridium-oxides/
https://nano.ku.dk/english/research/theoretical-electrocatalysis/katladb/water-oxidation-activity-of-iridium-oxides/
https://nano.ku.dk/english/research/theoretical-electrocatalysis/katladb/water-oxidation-activity-of-iridium-oxides/


Nature Catalysis | Volume 7 | July 2024 | 763–775 773

Article https://doi.org/10.1038/s41929-024-01168-7

Code availability
Scripts used for spectroelectrochemical data analysis are openly  
available at https://github.com/Caiwu-L/Paper_amorphous-IrOx_
vs_Rutile_IrO2. Details of the home-built spectroelectrochemistry  
set-up and the LabView-based software are openly available at  
https://opensourcespectroscopy.com/. Python scripts used to analyse  
the DFT data are available from https://nano.ku.dk/english/research/ 
theoretical-electrocatalysis/katladb/water-oxidation-activity- 
of-iridium-oxides/.
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