
ELECTRON FLUIDS

Imaging the breaking of electrostatic dams in
graphene for ballistic and viscous fluids
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The charge carriers in a material can, under special circumstances, behave as a viscous fluid. In this work,
we investigated such behavior by using scanning tunneling potentiometry to probe the nanometer-scale flow
of electron fluids in graphene as they pass through channels defined by smooth and tunable in-plane p-n
junction barriers. We observed that as the sample temperature and channel widths are increased, the electron
fluid flow undergoes a Knudsen-to-Gurzhi transition from the ballistic to the viscous regime characterized
by a channel conductance that exceeds the ballistic limit, as well as suppressed charge accumulation against
the barriers. Our results are well modeled by finite element simulations of two-dimensional viscous current
flow, and they illustrate how Fermi liquid flow evolves with carrier density, channel width, and temperature.

T
he interactions between particles that
make up a fluid play a critical role in how
the fluid flows. At low densities, where
the particles are free to move ballisti-
cally, such as in gases, the conductance

of a constriction is dependent on only the
channel width and particle scattering from the
walls, which leads tomomentum loss. At higher
densities, interactions between particles—
which preserve momentum—become more
frequent and can lead to collective flows that
enhance conductance through the constriction
beyond the ballistic limit (1, 2). This phenom-
enon, which is exhibited by viscous fluids
with laminar flow, was predicted by Gurzhi
to also occur in electronic systems when the
electron-electron (e-e) scattering length lee be-
comes shorter than the momentum-relaxing
scattering length lmr stemming from electron-
impurity and electron-phonon scattering (3, 4).
Initially, signatures of this effect were observed
in high-mobility gallium arsenide quantum
wells and wires, manifested by a decrease of
resistance with an increase of temperature
(5–7) as well as other electron fluid–like be-
haviors (8–11).
The focus of recent attention on hydrody-

namic phenomena largely concerns graphene,
other two-dimensional (2D) van der Waals
materials, and topological semimetals, where
short e-e mean free paths and low Umklapp
scattering rates allow the quasiparticles to
form strongly correlated viscous Fermi or Dirac
fluids (12–31). The range of hydrodynamic be-
haviors that are predicted to occur in these
viscous fluid states include current vortex for-
mation (15, 16), higher-than-ballistic conduc-

tion (17, 18), strong nonlocality (22–24), and
anomalous thermoelectric responses (25–28).
To observe these effects, several experimen-

tal methods have been implemented. Trans-
port measurements through a series of
lithographed constrictions and strategically
contacted samples have recently observed sig-
natures of superballistic conductance as well
as negative nonlocal resistance (32–34). In a
parallel vein, a departure from the Mott rela-
tions, a giant violation of the Wiedemann-
Franz law, and breakdown of Matthiessen’s
rule were observed in the hydrodynamic re-
gime in graphene (35, 36). Meanwhile, scanned
single electron transistor and nitrogen va-
cancymeasurements of etched, encapsulated
graphenedevices have imagedPoiseuille current
density profiles—a hallmark of viscous flow—
in Hall bar and Corbino geometries (37–41).
And, very recently, a scanned SQUID (super-
conducting quantum interference device) im-
aging technique has enabled visualization of
current whirlpools in tungsten ditelluride (42).
Lastly, Kelvin probe forcemicroscopy has been
used to image, with 60-nm resolution, regions
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Fig. 1. Experimental method for imaging charge flow through variable-width channels.
(A) Schematic of the STP experimental setup. Vsd drives current through the sample, and Vs (I = 0)
determines the difference between the sample and tip electrochemical potentials. The carrier density
(and EF) is globally modified with an electrostatic gate electrode Vg. (B) Simultaneously acquired
topography (top left) and electronic local density of states (LDOS) (bottom left) (Vs = −10 mV, Vg = −2 V)
of the electrostatic dam. (Top right) Example STP map (Vg = −2 V) of the same area acquired under
transport. All scale bars are 100 nm. (Bottom right) Example tunneling I-V curves recorded at two points
shown on the STP map. I = 0 (black dashed line) determines the local electrochemical potential mec = −Vs
(orange vertical line) of the sample; by fitting many such curves (blue solid line), mec is mapped
spatially. (C) An energy diagram depicting how the electrostatic and electrochemical potentials vary along the
flow direction across a potential well (white dashed line). The variations in mec near the scatterer are exaggerated
for clarity. (D) Schematic of an electrostatic dam at several gating conditions. The size of two p-n junction
barriers increases from high to low hole doping (top to bottom), closing off the channel between them and
blocking the flow of current. The leftmost panels show the local charge neutrality point (ECNP) and mec along the
white dashed line. ECNP follows the in-plane electrostatic potential defining the dam.
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of negative local resistance in chemical vapor–
deposited graphene on silicon dioxide that
were attributed to viscous flowbehavior around
intrinsic defects (43).
In this work, we used scanning tunneling

potentiometry (STP) to image, with nanometer-
scale spatial resolution, the electrochemical
potential profile associated with quasiparticle
flow in graphene around electrostatic barriers
that are “drawn” using voltage pulses from the
tip of a scanning tunneling microscope (STM)
(44). This methodology allows for the creation
of smooth barriers defined by in-plane p-n
junctions, which confine the particle flow
without introducing diffusive scattering or
other momentum-relaxing processes that
occur at the edges of lithographed samples
(45, 46). Moreover, we were able to vary the
width of the conduction channels from mi-
crometer scale to pinch-off (where the bar-
riers form “electrostatic dams” that suppress
flow) by tuning the carrier density. Another
distinguishing feature of our experiment is
that the graphene/hexagonal boron nitride
(hBN) samples that we probed were nonen-
capsulated, which serves to reduce dielectric
screening and therefore enhance e-e interac-
tions, allowing viscous flow to be observed at
shorter length scales.

Imaging and quantifying charge flow
using STP

A schematic of our STP measurement geom-
etry is shown in Fig. 1A. In STP, a source-drain
bias (Vsd) is used to drive current through a
thin sample, and the subsequent spatially vary-
ing electrochemical potential (mec) ismeasured
locally using an STM tip (47–51). To measure
mec, the feedback of the STM tip is turned off,
and the tip bias needed to zero the tunneling
current (I) is determined by performing a lin-
ear fit of the tunneling current-voltage (I-V)
curve (Fig. 1B). This allows mec to be deter-
mined to within ∼10 mV and at the angstrom-
scale spatial resolution of standard STM.
Figure 1C illustrates how mec varies across the
sample under transport conditions and in
the presence of a p-n junction, which scat-
ters incident carriers. When Vsd = 0, all local
accumulations of charge that affect the chem-
ical potential, or Fermi level (EF), are offset
by changes in electrostatic potential f, such
that mec = f + EF is constant across the sur-
face. For Vsd ≠ 0, however, mec will change con-
tinuously across the sample, with a spatially
varying slope that depends on the local con-
ductivity; meanwhile, any changes in local
charge accumulation that are caused by
active carrier scattering or ballistic transport
will also affect mec and be detectable with STP
(51–54).
Previous STP measurements of graphene

devices on silicon carbide (SiC) substrates
have revealed sharp drops in potential asso-

ciated with monolayer-bilayer boundaries, as
well as subsurface crystal steps. In some cases,
Landauer residual resistivity dipoles (LRRDs)
were observed near defect features, which
could be used to model the electron-barrier
scattering mechanisms (55–61). STP measure-
ments have also been performed on graphene
nanoribbons on SiC in the ballistic transport
regime (62). The use of SiC as a substrate,
with its large dielectric constant, strongly
screens e-e interactions and therefore sup-
presses hydrodynamic effects. Those measure-
ments also used topographic features to act
as scattering barriers, which are known to
introduce artifacts into STP measurements
owing to tip convolution (63).
In thiswork,we probedmonolayer graphene/

hBN samples with electrostatic barriers that
were introduced by “drawing” themwith the
STM tip using a previously developed meth-
odology (44, 64, 65). Each barrier was created

by introducing subsurface charges in the under-
lying hBN by applying a 1- to 2-min, 5-V pulse
with the STM tip. This technique creates an
electrostatic potential well in the plane of the
graphene sheet that scatters incident holes and
electrons. Within a suitable range of negative
gate voltages, a circular p-n (outside-inside)
junction formson the periphery of the potential
well, which acts as a reflective boundary for
graphene quasiparticles (66). By placing two
of these p-n junctions in proximity, we built
a small channel that current can flow through
when a source-drain bias is applied. Moreover,
as shown in Fig. 1D, the width of this current-
carrying channel can be tuned by using an
electrostatic back gate to adjustEF, which alters
the radii of the p-n junction barriers; the p-n
junctions considered here decrease in radius
with higher hole concentrations, which leads to
an increased channel width. Prior to introduc-
ing the barriers, STPmeasurements of transport

Krebs et al., Science 379, 671–676 (2023) 17 February 2023 2 of 6

Fig. 2. Mapping the electrochemical potential near electrostatic dams at low and high temperature.
(A to D) STP maps of an electrostatic dam at T = 4.5 K, Vsd = 0.4 V, and four selected gate voltages:
−10, −12, −16, and −18 V, in order of increasing channel width. (E to H) STP maps of a second electrostatic
dam at T = 77 K, Vsd = −0.4 V, and four gate voltages: −2, −4, −6, and −10 V, in order of increasing channel
width. The scale bars are 250 nm. The direction of incident current flow for all images is from left to
right along the dashed lines in (A) and (E), which are used later to plot linecuts of mec in Fig. 3.
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across thebare surfacewereperformed toobtain
the potential drop caused solely by momentum-
relaxing scattering sources, which was then
used to calculate lmr = 5 mm at 4.5 K (67).

Mapping the electrochemical potential drop
near barriers

STP images acquired after the formation of the
potential wells at 4.5 and 77 K are shown in
Fig. 2. At both 4.5 and 77 K, mec is observed to
increase (decrease) on the upstream (down-
stream) side of the potential wells, creating
in-plane dipoles. We identify these features
as LRRDs, which are known to occur in bal-
listic or near-ballistic transport conditions
when scattered charge carriers accumulate
(deplete) on the upstream (downstream) side
of a barrier (47). To better visualize this be-
havior, cross-sectional cuts across the barriers
are shown in Fig. 3, A andB,which capture the
effect of the charge accumulation on mec. At
4.5 K, we find that the changes in mec in both
the accumulation and depletion zones can
be fit well with a R−1 dependence, where R is
the distance from the center of the barrier, in
good agreement with LRRD theory for bal-
listic transport (68, 69). A more detailed, full
image of the theoretical LRRD for ballistic
transport in a 2D system is shown in Fig. 3C,
which was calculated using a framework in-
troduced in (70) and described in (67). The
dipole profile at 77 K shows a notable dif-
ference (Fig. 3B): The accumulation and de-
pletion profiles are decreased in magnitude
by a factor of ~2.5 from those at 4.5 K. The
decreased dipole strength at high temper-
atures can be explained in terms of viscous
corrections to the electronic flow. Guo et al.
showed that frequent e-e interactions reduce
the effective scattering strength of obstacles
seen by incident charge carriers (70). This is
because electrons reflected by an obstacle
can receive momentum from incoming elec-
trons back in the direction of current flow,
keeping them from fully backscattering. The
magnitude of this dipole reduction can be
modeled as a function of the quantity r/lee,
where r is the scattering length of a barrier
and is approximately equal to the barrier
radius. Figure 3D shows the predicted dipole
potential profile on one side of the barrier as
a function of lee, plotted alongside the ex-
perimental data. The observed reduction in
dipole strength at 77 K is consistent with r/
lee ~ 1, which corresponds to ~lee = 150 nm.
We denote this experimentally derived value
of lee with a tilde because this value is only
accurate up to a multiplicative factor of order
one owing to uncertainty in the scattering
length r.
Within the quantum wells, meanwhile, the

STP images reveal standing waves associated
with circular quasibound states trapped in the
well. These states are excited by the incident

current-carrying carriers, creating changes to
the local charge density that are visible in
STP (53). The p-n barrier can be observed
as the bright (dark) ring in the 4.5 K (77 K)
measurements. The same ring feature has been

determined in previous scanning tunneling
spectroscopy and Kelvin probe force micros-
copy measurements to indicate the position
of the classical turning point of the quasi-
bound states, where there is an accumulation
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Fig. 3. Tracking the gate-dependent voltage drop through the channels and formation of LRRDs
across the electrostatic barriers. (A) Linecut along the white dashed line in Fig. 2A revealing the LRRD
structure at T = 4.5 K. Data within the red (blue) box corresponds to an accumulation (depletion) of
holes. (B) (Top) Zoom-in of the accumulation zone in (A). (Bottom) Zoom-in of the depletion zone in
(A). Both are plotted alongside the equivalent linecuts at 77 K. Solid lines show R−1 fits to the 4.5 K
data. (C) Predicted electrostatic potential of an LRRD around a circular obstacle when current is
flowing from left to right (67). (D) Normalized linecuts of the electrostatic potential in (C) for varying
e-e scattering lengths, parameterized by r/lee and compared with the data from (B). (E) Linecuts
along the blue dashed line in Fig. 2A at T = 4.5 K. (F) Linecuts through the blue dashed line in Fig. 2E
at T = 77 K.
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of quasiparticle density (44, 71–73). It is not
fully understood why the p-n boundary ap-
pears bright for measurements at 4.5 K but
dark at 77 K. This effect was observed in
multiple separate measurements, and we
speculate that STP is sensitive to thermovol-
tages generated on the p-n boundary because
of strong tip-induced resonances in the local
density of states (72, 74, 75). Figure S3 shows
how the p-n junctions change appearance in
response to heating.
In addition to the features described above,

we also observe a drop in mec along a path
through the channel between the wells in the
direction of current flow, which represents a
central focus of this work. This change in mec is
associated with current that flows through the
channel, the width of which can be tuned via
electrostatic gating (as illustrated in Fig. 1D).
Figure 2 shows how mec evolves in the vicinity
of the channels as their width is varied from as
wide as 400 nm to pinch-off, where it forms an
electrostatic dam that blocks the incident
current. At 4.5 K, raylike “streams” of current
are visible emerging from the downstream
side of the channel, a property that is con-
sistent with ballistic carriers passing through
the gap and locally increasing mec (54, 76).
Such qualitative streams are not as apparent
for data obtained at 77 K. To quantify the
potential drop induced by the channels, we
recorded mec along linecuts through the chan-
nels along the direction of current flow (Fig. 3,
E and F). At both low and high measurement
temperatures, an increase in hole carrier den-
sity at lower gate voltages is associated with
a smaller potential drop through the chan-
nels. This trend is expected, because a larger
carrier density both widens the channel and
increases the conductivity of graphene, creat-
ing a more conductive channel overall. We
also note that the potential drop in the 4.5 K
data is highly symmetric about the channel
midpoint, whereas in the 77 K data, the poten-
tial drop seems to occurmostly on one side (to
the left of the vertical dashed line in Fig. 3F).
We attribute this to a slight misalignment of
the incident current direction with the chan-
nel axis.

Channel conductances

To quantitatively characterize the carrier flow,
we used the measured electrochemical drop
(Dmec) through the channels (Fig. 3, E and F) to
calculate the conductance of each channel,
Gdata= Ichannel/Dmec. The current flowing through
each channel (Ichannel) is first estimated using
the assumption that the ratio between the chan-
nel width (w) and the width of the graphene
flake (W = 15 mm) is proportional to the ratio
between Ichannel and the current passing
through the whole flake (J), measured using
an ammeter—that is, w/W = aIchannel /J. The
proportionality constant a depends on the

precise boundary conditions and geometry of
our sample, as well as on any deflection of cur-
rent caused by the perturbing potential of the
STM tip (66). Although a cannot be calculated
a priori, it can be estimated by comparing our
data at 4.5 K to the Sharvin formula for bal-
listic transmission through a channel

GSh ¼ GQ
EF

pħnF
w ð1Þ

where ħ is Planck’s constant (h) divided by 2p,
GQ= 4e2/h is the conductance quantum, w is
the minimum width inside the channel, nF is
the Fermi velocity, and EF is the Fermi level
(chemical potential) averaged over the nar-
rowest cross section of the channel. In re-
peated measurements at 4.5 K using a new
electrostatic dam each time, we find excellent
agreement between GSh andGdata for channel
widths up to 400 nm when a = 2.8, as shown
in Fig. 4A. This agreement is expected, given

that the only changes between subsequent
measurements are slight variations in the tip
potential near its apex and the positioning of
our electrostatic dams within the center of the
graphene flake. For w > 400 nm, the Sharvin
prediction is consistently less than the mea-
sured conductance, because the geometry
starts to resemble two separate barriers in-
stead of a well-defined channel (67). In con-
trast to measurements at 4.5 K, data taken at
77 K demonstrate a channel conductance that
is larger than the ballistic Sharvin prediction
with a = 2.8, and this deviation increases as
the channel is widened. Simply adjusting a as
a fitting parameter does not produce good
agreement between the data at 77 K and
the ballistic theory across all channel widths
(67). This suggests that a viscous Gurzhi con-
tribution (GG)—which is known to depend
quadratically on channel width (17)—should
be added to the channel conductance at ele-
vated temperatures. Notably, modeling the
viscous corrections to the channel conduc-
tance only requires the addition of a single
term to the Sharvin formula. This additive
correction can be qualitatively understood
in the followingway:When e-e interactions are
prevalent, charge carriers that are backscat-
tered by the channel edges now experience
forward scattering processes that push them
back through the channel, which in effect
increases the number of conduction chan-
nels beyond the Sharvin limit (18). To account
for this viscous contribution and provide an-
other experimental estimate of the e-e scat-
tering length lee, we turn to (17, 32)

G ¼ GSh þ GG;GG ¼ cGGQ
EF

pħnF
w2

lee
ð2Þ

which holds in the absence of significant
momentum-relaxing scattering processes (76).
From Eq. 2, we can write

lee ¼ cGw
Gdata

GSh
� 1

� ��1

ð3Þ

where cG is a nonuniversal numerical factor
that is specific to viscous flow around our elec-
trostatic dams. For example, cG = p2/16 = 0.62
for a perfect slit geometry (17); however, the
value of cG also depends on the boundary con-
ditions and differs for flows with no-slip and
no-stress conditions (45, 46, 77, 78). For our
geometry, we expect cG = 0.75 on the basis of
viscous fluid simulations described below [also,
see (67)]. The resulting theoretical channel con-
ductance is plotted in Fig. 4A, showing good
agreement with 77 K measurements and pro-
viding strong evidence of viscous effects in the
electron fluid increasing the channel conduc-
tance. Corresponding estimates of lee using Eq. 3
are shown in Fig. 4B, giving values that are
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Fig. 4. Channel conductances and extracted
electron-electron scattering lengths. (A) Channel
conductance Gdata = Ichannel/Dmec obtained from the
STP data at both low (blue, 4.5 K) and high (red,
77 K) temperature. Theoretical curves (solid and
dashed lines) are calculated using the Sharvin
formula (Eq. 1). A viscous contribution GG is
included in the dotted line. (B) e-e scattering
lengths extracted from the red (77 K) data points
and the dotted fit in (A) using Eq. 3. Values for the
dashed theory curves were taken from the micro-
scopic calculations in (14). Error bars on the
data points come from a 14-nm uncertainty in the
channel widths, w. All data points presented in this
figure were obtained from a repeated set of STP
measurements distinct from those in Fig. 2. The
results from a similar analysis of Fig. 2 are found in
(67) and closely replicate the above results.
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shorter than previous measurements of hBN-
encapsulated graphene largely because of the
weaker dielectric environment e of our samples
(32). In Fig. 4B, we also plot theoretically
predicted values of lee taken from (14) after
multiplying by the factor (e/eenc)

2 = (2.5/4)2 =
0.39 to account for the reduced dielectric
screening of e-e interactions, where eenc = 4
is the dielectric constant for encapsulated
samples (14). We note that for a tempera-
ture of T = 77 K, the measured scattering
lengths lee are still less than the predicted
value by ~30%, and we obtain a good fit using
a temperature of 92 K (assuming lee ~ T −2).
This difference could be a result of multiple
effects, such as Joule heating or a nonequilib-
rium energy distribution of electrons. Other
factors include STM tip–induced gating effects
and uncertainty in our estimate of cG, which is
known to depend sensitively on the channel
boundary conditions.

Simulating carrier flow

These findings indicate that as the tempera-
ture of the graphene is increased from 4.5 K

to 77 K, lee decreases until it is comparable to
the width of the channel. Under these condi-
tions, the carrier flow transitions from the
Knudsen to the Gurzhi regime, where it be-
haves as a viscous Fermi liquid and exhibits
superballistic conductance through a chan-
nel. To better understand the potential pro-
files measured using STP and how they relate
to viscous flow, we compared our measure-
ments with the following theoretical model.
The motion of hydrodynamic electron flow
under moderate external drive can be described
by the linear Navier-Stokes equation in the
following form

n∇2u� u
tmr

¼ e

m
∇f ð4Þ

where u is the macroscopic flow velocity, tmr

is the momentum relaxation time, n is the
kinematic viscosity of the electron fluid, e is
the carrier charge,m is the carrier mass, and
f is the electric potential. The first term on the
left-hand side of Eq. 4 describes viscous stress,
while the second term accounts for ohmic

loss. In addition, the continuity equation for
current conservation is written as

∇·j ¼ 0 ð5Þ

Considering that j = neu and assuming con-
stant electron density n, the linear Navier-
Stokes Eq. 4 is recast in the form

lG
2∇2j� j ¼ s∇f ð6Þ

where s is the Drude conductivity (67). The
interplay of viscous and momentum-relaxing
terms introduces a natural length scale in
the problem, namely the Gurzhi length,
lG ≡

ffiffiffiffiffiffiffiffiffi
ntmr

p ¼ ffiffiffiffiffiffiffiffiffiffiffi
leelmr

p
=2. If lG ≪ w, where w is

the typical size of the system, such as the width
of the channel, the viscous stress in Eq. 6 can
be neglected and the fluid enters the ohmic
regime. In contrast, if lG ≫ w, the ohmic dis-
sipation in Eq. 6 is small and the system is in
the viscous regime.
In this framework, Eqs. 5 and 6 allow for

calculations of the current density and elec-
tric potential profiles. Whereas analytical
solutions are difficult to obtain for arbitrary
geometries, numerical solutions using finite
element methods can be obtained for hy-
drodynamic flow bypassing two circular
barriers. Starting from the experimentally
derived scattering lengths lmr = 5 mm and
lee = 300 nm, we simulated a viscous fluid
with Gurzhi length of order lG = 1 mm > w
and compared these results with current flow
in the ohmic regime, lG = 30 nm < w. The
distribution of current density and the electric
potential from these two simulations are shown
in Fig. 5. In these numerical simulations, we
used no-slip boundary conditions for the flow
velocity u, and the flow is driven by the bias
voltage Vsd applied to the left side of the
sample (the right side is grounded to zero).
The results shown in Fig. 5C demonstrate

good qualitative agreement with the 77 K
STP measurements in Fig. 2, E to G. In par-
ticular, the streams of current that are antici-
pated for ballistic transport are not observed
in the simulated viscous flow potentials;
this observation is consistent with previous
simulations of Boltzmann transport theory
in graphene (76). Moreover, our numerical
simulations predict the formation of cross-
barrier dipoles in the electric potential pro-
file in the viscous regime, which are observed
in the measurements. The possibility of such
dipole formation near channel edges in vis-
cous electronic fluids was previously pre-
dicted (17) using analytical methods; this
behavior can be attributed to the fact that
the electric fields near the edges point against
the current flow in order to push the electron
liquid away from the boundary walls. The
profiles of these regions of charge accumulation
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Fig. 5. Finite element models of carrier flow in the ohmic and viscous regimes. Numerical solutions for
the current density and electric potential describing hydrodynamic flow through two circular barriers in
the viscous regime (top panels) and ohmic regime (bottom panels). (A and B) The arrow plots show the
streamline of the current density, and the color plots show the magnitude of the current density. (C and
D) Electrostatic potential induced by current flow corresponding to the viscous and ohmic cases in (A) and
(B), respectively. The scale bar is 250 nm.
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or depletion depart in magnitude from what
is expected for ballistic transport. This pre-
diction compares well with our 77 K mea-
surements and with our analytical modeling
of the dipole described in Fig. 3, where we ob-
serve and calculate reduced dipolemagnitudes.
Our numerical simulations also provide

simultaneous measures of the cross-channel
potential drop as well as the channel current,
which, combined, allow for determination of
the nonuniversal viscous contribution factor,
cG, used in Eqs. 2 and 3. To obtain cG, we
performed identical numerical simulations of
a narrow-slit geometry, where cG is known
analytically to be p2/16, and compared the
observed channel conductance in that simu-
lation to the results shown in Fig. 5, A and C,
yielding cG = 0.75 (67).

Outlook

We have shown that STP can be used to vi-
sualize hydrodynamic effects in graphene
through direct imaging of the local electro-
chemical potential while a current is passed
through the graphene sheet. This method-
ology offers a spatial resolution superior to
that of other scanned probe measurements
and allows for the creation and analysis of
intricate flow geometries defined by smooth
barriers created by in-plane p-n junctions.
In this work, we used STP to reveal super-
ballistic conductance through narrow chan-
nels in graphene, as well as local dipoles that
form in both ballistic and viscous regimes
owing to local carrier accumulation. These
results provide insight into the electronic
transport of hydrodynamic Fermi fluids. Spe-
cifically, the reduced dipoles that we observe
indicate how the overall voltage drop gen-
erated by the summation of in-plane dipoles
is naturally smaller in the viscous regime than
in the ballistic regime, leading to a higher
overall conductance in the viscous case. These
measurements also provide a framework for
analyzing more-complex flow patterns that
are engineered to exhibit exotic effects, such
as nonreciprocal flow (79). Angstrom-scale im-
ages, meanwhile, could be used to visualize
atomistic transport features that are predicted
to occur along grain boundaries and near de-
fects (53).
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